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Conducting a Data Protection Impact
Assessment in Health Science: A
Comprehensive Guide

Marcelo Corrales Compagnucci, Alan Dahi and Peter Alexander Earls Davis*

This article provides a guide to conducting a data protection impact assessment (DPIA) for

data sharing within health science research. Given the sensitivity of data in health sciences,

a DPIA is vital to ensure adherence to data protection regulations and safeguard individual

rights and privacy. This guide outlines the core components of a DPIA, including defining

its purpose and scope, evaluating the necessity of data processing activities, gauging poten-

tial risks, and strategizing effective risk mitigation. By demystifying the DPIA process, this

article empowers researchers and stakeholders to execute responsible and ethical data prac-

tices in line with the General Data Protection Regulation (GDPR) standards. Additionally, it

offers practical examples, tools and resources to enhance the efficiency of conducting DPIAs

in health science projects.

I. Introduction

Health science research inherently involves innova-

tive exploration using health data. From the perspec-

tive of data protection, two crucial aspects demand

heightened attention: 1) the recognition of health da-

ta as a special category of personal data, and 2) its nov-

el application in research contexts. Given their com-

bined implications, it becomes imperative for profes-

sionals in the field toperformwhat theEuropeanGen-

eral Data ProtectionRegulation (GDPR) terms as aDa-

ta Protection Impact Assessment (DPIA).1

However, it is essential to recognize that a DPIA

is not a one-size-fits-all procedure. Its specific struc-

ture is influenced by the nature of the research

project. For instance, a study on genetic diseases will

emphasize different facets than research on the epi-

demiology of infectious diseases. Similarly, a clinical

trial-based study will have distinct assessment crite-

ria compared to a meta-analysis research.

Against this backdrop, the article endeavors to

present a streamlined and actionable guide to con-

ducting a DPIA, curated especially for those unfamil-

iar to the intricacies of data protection, while also

pointing to more detailed resources for those seek-

ing depth. It encapsulates the pivotal steps requisite

for a DPIA, particularly when data sharing in health

science research is in play.

As the prevalence of sensitive data in suchprojects

is undeniable, a DPIA becomes crucial in aligning

with data protection mandates and safeguarding in-

dividual privacy. Our guide delves into aspects such

as determining the DPIA’s intent, assessing data pro-

cessing requisites, and strategizing effective risk al-

leviations.

In essence, this article stands as a foundational re-

source for initiating DPIAs within health science da-

ta sharing collaborations. It advocates ethical data

practices and underscores the importance of abiding

by data protection legislation. Moreover, readers will

find an array of practical tools and resources, enhanc-

ing their proficiency in executing DPIAs.

Following this introductory section,Section2elab-

orates on the concept and necessity of a DPIA. Sec-

tion 3 presents a comprehensive breakdown of the

steps involved in conducting a DPIA, while Section

4 offers a concluding overview.
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II. Understanding DPIA and its
Relevance for Data Sharing

ADPIA serves as a structured approach employed by

controllers2 to assess the potential impact of process-

ing activities on the safeguarding of personal data.

In accordance with Article 35(1) of the GDPR, a DPIA

becomesobligatorywhen specific data processing ac-

tivities are anticipated to pose a substantial risk to

the rights and freedoms of individuals. This require-

ment becomes particularly significant when novel

dataprocessing technologies are introduced, orwhen

the characteristics, scope, context, and objectives of

the processing intensify such risks.3

It is important to note that a DPIA should not be

viewed as a one-time compliance exercise but rather

as an ongoing process that assists organizations in

identifying, assessing, and minimizing the data pro-

tection risks associated with a specific processing ac-

tivity. A successful DPIA integrates data protection

considerations into a project from its initial stages

through its implementation and eventual comple-

tion.4

The determination ofwhether a type of processing

is likely to pose a high risk to the rights and freedoms

of data subjects can be achieved through a “generic”

assessment of the processing activity or because the

specific activity has been “blacklisted” by a supervi-

sory authority. This means that certain processing ac-

tivitiesmaybe identified in advance as inherently car-

rying a high risk, requiring a DPIA to be conducted.5

By conducting a DPIA, organizations can proac-

tively identify and address potential data protection

risks, implement appropriate safeguards, and ensure

compliance with relevant regulations. This process

helps organizations prioritize data protection andpri-

vacy considerations and fosters a culture of responsi-

ble datahandling throughout the lifespanof aproject.

1. ‘Generic’ Determination

TheGDPRdoes not provide explicit guidance onhow

to determine whether a processing activity is likely

to result in a high risk to the rights and freedoms of

data subjects. However, it does specify certain types

of processing activities that can be assumed to entail

such a risk. These activities are as follows:

1. Systematic and extensive evaluation: This refers

to the automated processing, including profiling,

that involves the comprehensive assessment of

personal aspects concerning individuals. For in-

stance, analyzing and predicting aspects like work

performance, economic situation, health, person-

al preferences, behavior, location, or movements

fall under this category.6

2. Large-scale processing of special categories of

data:7This includes the processing of sensitive da-

ta that reveals racial or ethnic origin, political opin-

ions, religious orphilosophical beliefs, tradeunion

membership, genetic data, data concerninghealth,

data concerning sex life or sexual orientation,

criminal convictions, or related securitymeasures.

When suchdata is processed on a significant scale,

it is considered to pose a high risk to data subjects’

rights and freedoms.8

3. Systematic monitoring of a publicly accessible

area:When there is extensivemonitoringof apub-

licly accessible area, such as through surveillance

cameras or other means, on a large scale, it is re-

garded as a processing activity that can result in a

highrisk to individuals’ rightsandfreedoms.While

the GDPR does not provide an exhaustive list of

activities, these examples give an indication of the

types of processing that may be considered to car-

ry a high risk. It is essential for research organiza-

tions to carefully assess their processing activities

in light of these examples and, if necessary, con-

duct a DPIA to ensure compliance and protect in-

dividuals’ privacy rights.As these types of process-

ing do not encompass all “high risk” operations,

theWP29 Guidelines propose a set of nine criteria

2 A “controller” is the entity who “defines the means and purposes
of the processing” (Article 4(7) GDPR). A “processor” is the
entity who processes personal data on behalf of the controller, if
the controller did not process personal data directly themselves
but outsourced the task (Article 4(8) GDPR). For more information
regarding the concepts of controllers and processors see Alan
Dahi and Marcelo Corrales Compagnucci (2022) Device Manu-
facturers as Controllers: Expanding the Concept of ‘Controller-
ship’ in the GDPR. Computer Law and Security Review 47:
105762.

3 Article 35(1) GDPR.

4 Article 35(11) GDPR. Article 29 Working Party, Guidelines on
Data Protection Impact Assessment (DPIA) and determining
whether processing is “likely to result in a high risk” for the
purposes of Regulation 2016/679 adopted on 4 April 2017 (as last
revised and adopted on 4 October 2017), WP 248 rev.01, pp. 8 et
seqq. and 14; CNIL, Privacy Impact Assessment (PIA), Methodolo-
gy, February 2018 edition, p. 3.

5 Article 35(3) GDPR.

6 See recital 71 GDPR.

7 See Articles 9(1) or 10 GDPR.

8 See recital 75 GDPR.
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and assessment rules. If two or more criteria are

met, it is likely that a DPIA will be necessary, and

the likelihood increases with the presence of more

criteria. These criteria are as follows:9

4. Evaluation or scoring:This includesprofilingand

predicting performance or behavior.10 Examples

include a biotechnology company providing ge-

netic tests directly to consumers to determine the

likelihood of developing a specific disease or

health issue, or obesity researchers leveragingma-

chine learning to assign personalized risk assess-

ments based on genetic and epigenetic data.11

5. Automated-decision making with legal or simi-

lar significant effect: This is where processing

may result in the exclusion or discrimination of

individuals.12 It is possible, for example, that the

use of certain types of artificial intelligence (AI)

technology in hospitals may result in bias, both in

the algorithm and in the data used to train the al-

gorithm.

6. Systematic monitoring: This means the observa-

tion, monitoring, and control of data subjects, in-

cluding data collected via networks and any “sys-

tematicmonitoring of a publicly accessible area”.13

Examples include mobile applications that track

health outcomes, or the use of smart cameras to

monitor patients in a hospital canteen.

7. Sensitive data or data of a highly personal na-

ture: Data that falls under this category includes

special categories of personal data14 such as health

data, biometric, and genetic data. For instance, a

hospital processes medical history of treatments

and keeps patients’ medical records in the hospi-

tal information system.

8. Data processed on a large scale:15 To determine

whether the processing is of a large scale, the

WP29 recommends that the following criteria be

considered: a) the number of data subjects, either

as a percentage of the relevant population or as a

specific number; b) the volume and/or range of

data items being processed; c) the duration, or per-

manence, of the data processing activity; and, d)

the geographical extent of the processing activity.

For example, the collection of health data from

medical wearables for the purpose of generating

health profiles, or large virtual biobanks intended

to facilitate medical research.

9. Matching or combining datasets:Thiswill be the

casewhere twoormoredataprocessingoperations

performed for different purposes or by different

controllers are matched or combined in a manner

that exceeds the reasonable expectations of the da-

ta subject. In a health science context, this may oc-

curwheredifferent genetic datasets fromthe same

data subjects but in totally unrelated clinical trials

are merged for a new purpose.

10. Data concerning vulnerable data subjects: This

encompasses anyone who is unable to easily con-

sent to, or oppose, the processing of their data, or

exercise their rights, for example due to a power

imbalancewith thecontrollersor forother reasons.

Among these individuals are children, employees,

asylum seekers, mentally ill persons, elderly pa-

tients, etc. As such, pseudonymized personal data

of children participating in clinical trials or genet-

ic research would be an example where personal

data of vulnerable data subjects is processed.

11. Innovative use or applying new technological

or organizational solutions:Cutting-edge techno-

logical or organizational solutions can lead to nov-

el forms of data collection and usage, potentially

creating high risks to the rights and freedoms of

data subjects. Medical devices as part of the Inter-

net-of-Thingswouldbesuchanexample.Addition-

ally, while not specifically mentioned by the

WP29, the use of AI tools will likely trigger the

need for a DPIA.16

9 Article 29 Working Party, Guidelines on Data Protection Impact
Assessment (DPIA) and determining whether processing is “likely
to result in a high risk” for the purposes of Regulation 2016/679
adopted on 4 April 2017 (as last revised and adopted on 4 Octo-
ber 2017), WP 248 rev.01, pp. 9-13.

10 Especially from “aspects concerning the data subject’s perfor-
mance at work, economic situation, health, personal preferences
or interests, reliability or behavior, location or movements”
(recitals 71 and 91 GDPR).

11 The EU Horizon project “Bio-Streams”, for instance, aims to
carry out the latter example: see further <https://www.bio-streams
.eu/objectives/> accessed 5 September 2023.

12 See Article 35(3)(a).

13 See Article 35(3)(c). According to the WP29 Guidelines on
Data Protection Officer 16/EN WP 243, “systematic” refers to one
or more of the following: a) occurring according to a system; b)
pre-arranged, organized or methodical; c) taking place as part of
a general plan for data collection; d) carried out as part of a
strategy. A “publicly accessible area” is defined by the WP29 as
any place open to the general public, for instance a piazza, a
shopping center, a street, a marketplace, a railway station or a
public library.

14 As defined in Articles 9 and 10 GDPR.

15 It is not outlined in the GDPR what constitutes large-scale,
although recital 91 provides some guidance.

16 The EU project “CLASSICA”, for instance, looks at exploring ways
to integrate AI-driven cancer classification technology into surgi-
cal procedures. See further <https://classicaproject.eu/> accessed
5 September 2023.
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12. When the processing in itself prevents data

subjects from exercising a right or using a ser-

vice or a contract: Insofar as the processing itself

leads to allowing, modifying or refusing data sub-

jects’ access to a service or entering into a con-

tract, for example where a data subject is rejected

by an insurance company because an automatic

assessment deems them to have a high risk of hav-

ing an accident, the processing will require a

DPIA.

The determination of whether a processing activ-

ity poses a high risk to the rights and freedoms of

data subjects necessitates a comprehensive under-

standing of the activity itself. It is crucial for the con-

troller to have knowledge of the categories of data

subjects involved, the types of personal data to be

processed, the stakeholders involved, and the nature

and purpose of the processing. This awareness en-

ables the controller to assess whether the processing

activity will result in significant risks for the data

subjects.

Certainly, the process of identifying the specific

risks associated with the processing activity is an in-

tegral part of the DPIA in its own right. Therefore,

the initial decision regarding whether to conduct a

DPIA can only be based on a preliminary identifica-

tion and assessment of the risks, unless one of the

specific examples provided by the GDPR, WP29

Guidelines, or Member State blacklists applies.

The inherent uncertainty surrounding the exis-

tence of high risks further underscores the impor-

tance of conducting a DPIA. In cases where the jus-

tification for not conducting a DPIA requires sub-

stantial effort, the recommended approach is to con-

duct a DPIA due to this unavoidable uncertainty.

In summary, a thorough understanding of the pro-

cessing activity is essential for assessing its potential

high risks todata subjects. TheDPIAprocess involves

identifying and evaluating these risks, and it is ad-

visable to conduct a DPIA even when the justifica-

tion for not doing so requires significant effort due

to the inherent uncertainty involved.

Given the unique characteristics of data sharing

projects in the health science field and the growing

prevalence of platforms facilitating data sharing

among public and private partners, it is important to

recognize that such projects typically involve large-

scale data processing.

Furthermore, these projects often utilize automat-

edmethods and innovative solutions like AI. Consid-

ering the sensitive nature of the data involved and

the potential inclusion of vulnerable data subjects, it

becomes evident that a default assumption should

be established: data sharing projects in the health sci-

ences that involve personal data will most likely re-

quire a DPIA.

2. ‘Blacklists’ Determination by
Supervisory Authorities

In addition to the criteria provided by the WP29

Guidelines, many national supervisory authorities

have established their own lists of processing activi-

ties that are considered high risk and automatically

require a DPIA. These lists, commonly referred to as

“blacklists,” serve as valuable resources for organiza-

tions to identifywhether their specific processing ac-

tivities fall within the scope of a DPIA.17

To access these blacklists, organizations can visit

the respectivewebsites of the supervisory authorities

or search the website of the European Data Protec-

tion Board (EDPB). The EDPB collects and shares the

lists communicated by the supervisory authorities of

Member States, in accordance with Article 35(4) of

the GDPR.

While the specificsmay vary between national au-

thorities, the blacklists generally align with the rec-

ommendations provided by the WP29 Guidelines

mentioned above. They serve as practical examples

of how the criteria outlined in the guidelines are im-

plemented in practice.

III. Detailed Steps for a DPIA

Conducting a DPIA does not come with a universal

blueprint.18While theGDPRdoesnotprescribea spe-

17 See <https://edpb.europa.eu/search_en?search=Article+35.4> ac-
cessed 3 September 2023.

18 Whilst some templates or software, such as that provided by the
French data protection authority (CNIL) can be of assistance to
controllers and processors, these cannot be followed blindly and
must be tailored to the specifics of the processing operation
concerned. See: <https://www.cnil.fr/en/privacy-impact
-assessment-pia> accessed 6 September 2023. The Catalan
data protection authority provides a specific tool tailored for
research and innovation health care projects. See: <https://www
.bioeticayderecho.ub.edu/en/presentation-methodology-and-tool
-conducting-data-protection-impact-assessment-dpia-health-care
> accessed 6 September 2023.
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cificmethod, as described above, it does highlight es-

sential components for the assessment. Factors such

as the type of the controller, the type of processing

activity, the characteristics of involved data subjects,

and the risks they encounter all influence the DPIA

process.19 However, despite these variances, and as

reflected in the consistency across guidelines at both

Member State and EU levels,20 we believe there ex-

ist fundamental elements that permeate all DPIAs.

These foundational principles, which every DPIA

should incorporate, are elaborated upon in the sub-

sequent sections.

1. Prepare for the DPIA

If a preliminary review indicates a DPIA is required,

preparation becomes essential. This involves a de-

tailed evaluation of the processing activities. To ef-

fectively carry out this assessment, several key ac-

tions need to be taken:21

1. Formation of a multi-disciplinary team: Assem-

ble a diverse group of experts from areas like da-

ta protection, legal, technical, and organizational

operations. Their collective insights ensure a thor-

ough DPIA.

2. Stakeholder engagement: Identify and involve

parties affected by or involved in the processing

activities. This encompasses data subjects and oth-

er internal or external entities. Early engagement

ensures their insights shape the DPIA.

3. Scope definition: Clearly outline the DPIA’s

boundaries, detailing the specific activities, sys-

tems, and data flows under examination. This

sharpens the assessment’s focus on the most per-

tinent risks to individuals’ rights.

a. Assemble the DPIA Team

The team’s composition for conducting the DPIA

should directly reflect the nature and specifics of the

data processing in question. Ensuring the right ex-

pertise is essential for a thorough assessment. For ex-

ample, the processing ofmedical datamayneedmed-

ical statisticians on the team while the processing of

unemployment data may need social scientists. Cer-

tain processing activities may require specialists in

ethics, IT security, or data analysis.22Below is abreak-

down of potential team members based on the type

of data processed:

1. Medical data: Include medical statisticians or

healthcareprofessionals for insights intohandling

sensitive health data.

2. Socioeconomic data: Social scientists or econo-

mists can provide insights into potential societal

impacts and biases.

3. Ethical or privacy concerns: Ethicists or privacy

experts offer guidance on legal requirements and

ethical best practices.

4. Technological systems: IT security specialists as-

sess security measures, vulnerabilities, and sug-

gest ways to mitigate risks.

5. Complex data analysis: Data analysts or scientists

provide expertise in data modeling and analytics,

ensuring accuracy and fairness in processing.

By integrating a range of professionals suited to

the specific needsof theDPIA, the teamcanapproach

the processing activities comprehensively, ensuring

all risks and angles are considered.

It is important to note that a Data Protection Of-

ficer (DPO),23 where appointed, will not by default

be part of the DPIA team. According to Article

39(1)(c) of the GDPR, the DPO should provide the

controller advice on the DPIA only “where request-

ed”. In contrast, the DPO is statutorily tasked with

advising the controller and its employees on their

obligations under the GDPR (and as such on when a

DPIA is obligatory), as well as to monitor the perfor-

mance of any DPIA conducted. In this respect, the

DPO is a key stakeholder rather than a DPIA team

member.

19 Illustrating this for big data analytics, Georgios Georgiadis and
Geert Poels ‘Towards a privacy impact assessment methodology
to support the requirements of the general data protection regula-
tion in a big data analytics context: A systematic literature review’
Computer Law & Security Review, 44(2022), 105640, ISSN
0267-3649.

20 Specifically for this article, CNIL, Privacy Impact Assessment
(PIA), Methodology, February 2018 edition; German Daten-
schutzkonferenz (DSK), Kurzpapier Nr. 5, Datenschutz-Folgenab-
schätzung nach Art. 35 DS-GVO, 17.12.2018; Article 29 Working
Party, Guidelines on Data Protection Impact Assessment (DPIA)
and determining whether processing is “likely to result in a high
risk” for the purposes of Regulation 2016/679 adopted on 4 April
2017 (as last revised and adopted on 4 October 2017), WP 248
rev.01.

21 See, e.g., German Datenschutzkonferenz (DSK), Kurzpapier Nr. 5,
Datenschutz-Folgenabschätzung nach Art. 35 DS-GVO,
17.12.2018, p. 2.

22 ibid.

23 The DPO is an independent advisory and monitoring role within
the controller and processor. The controller or processor must
involve the DPO in all issues that relate to the processing of
personal data. See Articles 36-39 of the GDPR.
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b. Identify the Stakeholders

Identifying stakeholders is a critical step in conduct-

ing a DPIA as it ensures that the assessment takes in-

to account the perspectives and concerns of all rele-

vant parties. In addition to the DPO, controllers,

processors, and other organizations involved in the

processing activities, it is important to recognize the

role of data subjects as stakeholders in the DPIA

process.24

While directly contacting all affected data subjects

may not always be feasible, it is essential to explore

alternative avenues to involve them in the assess-

ment. One approach is to identify and engage with

representatives of data subjects, such as consumer

rights agencies, patient societies, union representa-

tives, or workers’ councils. These groups can provide

valuable insights into the potential impact of the pro-

cessing activities on the rights and interests of data

subjects.25

Additionally, considering the option of conduct-

ing a poll or survey of representative data subjects

can further enhance the inclusiveness of the DPIA.

This approach allows for a broader understanding of

data subjects’ perspectives, concerns, and expecta-

tions regarding the processing activities. It provides

an opportunity to gather valuable feedback and in-

sights directly from those individuals whose data is

being processed, enabling a more comprehensive

and informed assessment.

By involving stakeholders, including representa-

tives of data subjects, the DPIA can benefit from di-

verse viewpoints and expertise, ensuring that the as-

sessment considers a wide range of potential risks

and impacts. It also promotes transparency and ac-

countability by demonstrating a commitment to in-

volving all relevant parties in the decision-making

process related to data processing.

Furthermore, stakeholder engagement can con-

tribute to building trust andmaintaining positive re-

lationships with data subjects, as it demonstrates a

genuine commitment to protecting their rights and

interests. It allows for effective communication chan-

nels to address any concerns or questions they may

have, fostering a sense of empowerment and involve-

ment in the data protection process.

Overall, the identification and involvement of

stakeholders, including data subjects and their rep-

resentatives, are essential for a robust and compre-

hensive DPIA. It ensures that the assessment cap-

tures the full spectrum of interests and perspectives,

leading to more informed decision-making and the

implementation of appropriate measures to safe-

guard the rights and freedoms of data subjects.

c. Determine the Scope of the DPIA

Defining the scope of a DPIA is a crucial step that

lays the foundation for conducting a comprehensive

and effective assessment. The scope determines the

boundaries and focus of the DPIA, guiding the as-

sessment process and ensuring that all relevant as-

pects of the processing activity are properly evaluat-

ed. To precisely determine the scope, it is essential to

have a deep understanding of the processing activi-

ty itself. This involves identifying the technical com-

ponents, systems, and processes involved, as well as

the specific types of personal data that will be

processed. By gaining clarity on these aspects, the

scope can be defined in a way that captures all the

pertinent elements that may pose risks to data sub-

jects’ rights and freedoms.26

When determining the scope, it is important to

consider the potential threat sources that may affect

theprocessing activity. Threat sourcesmost intuitive-

ly include security risks, such as external factors such

as unauthorized access, data breaches, or malicious

attacks, as well as internal security threats like sys-

tem vulnerabilities or human errors.27 However, it

may also include other risks to the data subject, such

as the potential for unfair or bias decisions from an

AI system, the risk that data thought to be anony-

mous data becomes re-identified, the negative conse-

quences flowing from inaccurate personal data, or

the threat that data will be re-used (for another pur-

24 German Datenschutzkonferenz (DSK), Kurzpapier Nr. 5, Daten-
schutz-Folgenabschätzung nach Art. 35 DS-GVO, 17.12.2018, p.
3.

25 See also e.g., CNIL, Privacy Impact Assessment (PIA), Methodolo-
gy, February 2018 edition, p. 8; German Datenschutzkonferenz
(DSK), Kurzpapier Nr. 5, Datenschutz-Folgenabschätzung nach
Art. 35 DS-GVO, 17.12.2018, p. 3.

26 See CNIL, Privacy Impact Assessment (PIA), Methodology, Febru-
ary 2018 edition, p. 4; German Datenschutzkonferenz (DSK),
Kurzpapier Nr. 5, Datenschutz-Folgenabschätzung nach Art. 35
DS-GVO, 17.12.2018, p. 2.

27 See, e.g., Kirkham, T, Armstrong, D, Djemame, K, Corrales
Compagnucci, M, Kiran, M, Nwankwo, I, Jiang, M & Forgó, N
2012, Assuring Data Privacy in Cloud Transformations. in Pro-
ceedings of the 11th IEEE International Conference on Trust,
Security and Privacy in Computing and Communications (IEEE
TrustCom-12). IEEE, pp. 1063.
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pose) within the organization. By identifying and

considering these threat sources within the scope,

the DPIA can thoroughly assess the potential risks

and develop appropriate safeguards tomitigate them

effectively.

Additionally, the scope should clearly outline

which specific elements or components of the pro-

cessing activity will be included in the assessment

and which ones will be excluded. This ensures that

the DPIA focuses on the areas that are most relevant

and critical in terms of potential risks to data sub-

jects’ privacy and rights. By defining the scope in this

manner, the controller gains a precise understand-

ing of what aspects will be covered by the assess-

ment, allowing for amore targeted and effective eval-

uation.

It is important to note that defining the scope is

not a one-time task but rather an iterative process

that may require ongoing adjustments as the assess-

ment progresses. As the DPIA unfolds and more in-

formation is gathered, the scope may need to be re-

fined and expanded to ensure a comprehensive

analysis of all relevant aspects.

In summary, defining the scope of a DPIA is a crit-

ical step that requires a deep understanding of the

processing activity. It allows for the identification of

relevant threat sources, determines the boundaries

of the assessment, and ensures a targeted evaluation

of the potential risks to data subjects’ rights and free-

doms. By establishing a precise scope, the controller

can effectively plan and execute the DPIA, leading to

enhanced data protection measures and compliance

with applicable regulations.

2. Conduct the DPIA

Having established the foundation for the DPIA, the

next step is to proceedwith the assessment itself. The

DPIA assessment consists of two distinct parts, each

addressing different aspects of data protection and

security:28

1. Assessment of GDPR’s Processing Principles: In

this part, the focus is on evaluating how the pro-

cessing activities align with and adhere to the fun-

damental principles outlined in theGDPR. This in-

volves a thorough examination of the specific da-

ta protection controls that are in place or planned

to ensure compliance. The assessment aims to de-

terminewhether theprocessingactivitiesmeet the

requirements of lawfulness, fairness, and trans-

parency in the collection, use, and handling of per-

sonal data. It also assesses aspects such as purpose

limitation, data minimization, accuracy, storage

limitation, and accountability. By scrutinizing

these principles, the DPIA ensures that appropri-

ate measures are implemented to protect individ-

uals’ privacy rights and uphold the legal obliga-

tions under the GDPR.29

2. Assessment of Security Risks:The second part of

the DPIA focuses on evaluating the security mea-

sures and safeguards in place to protect the per-

sonal data from unauthorized access, loss, alter-

ation, or disclosure. This assessment aims to iden-

tify and assess specific security risks associated

with the processing activities. It involves analyz-

ing the technical and organizational measures im-

plemented to ensure the confidentiality, integrity,

and availability of the data. The assessment con-

siders factors such as the storage and transmission

of data, access controls, encryption, backups, inci-

dent response procedures, and staff training. By

conducting this security assessment, the DPIA

aims to identify vulnerabilities or weaknesses in

the data processing infrastructure and recom-

mend measures to mitigate or address those risks

effectively.30

It is important to note that the term “assessment”

within the context of DPIA can be somewhat mis-

leading. The DPIA can be conducted either prior to

or after the processing activities,31 and the assess-

ment itself may involve evaluating hypothetical or

planned measures as well as auditing existing mea-

sures already implementedby the controller. The risk

28 See CNIL, Privacy Impact Assessment (PIA), Methodology, Febru-
ary 2018 edition, p. 3.

29 ibid, p. 5.

30 ibid, p. 6; See also, e.g., Kiran, M, Khan, AU, Jiang, M, Djemame,
K & Corrales Compagnucci, M 2013, 'Managing Security Threats
in Clouds', Digital Research 2012. The 8th International Confer-
ence for Internet Technology and Secured Transactions , London,
United Kingdom, 09/12/2013 - 12/12/2013; Djemame, K, Bar-
nitzke, B, Corrales Compagnucci, M, Kiram, M, Jiang, M, Arm-
strong, D, Forgó, N & Nwankwo, I 2013, 'Legal Issues in Clouds:
Towards a Risk Inventory', Philosophical Transactions of the
Royal Society A: Mathematical, Physical and Engineering
Sciences, vol. 371, no. 1983, pp. 1-17.

31 Typically, an a priori DPIA is conducted for new processing
activities, whereas an a posteriori DPIA is necessary for process-
ing activities that have undergone significant changes or instances
where the controller realizes, after the processing has already
commenced, the requirement for a DPIA. This is reflected in the
law itself, recognizing that a DPIA is not a one-off exercise but an
ongoing process (Article 35(11) GDPR).
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assessment criteria should be regularly updated to

ensure emerging risks are promptly identified and

addressed.32

For example, when assessing the transparency

principle, which is closely linked to the data subject’s

right to information, the evaluation can take the form

of auditing existing privacy notices to ensure they

provide clear and comprehensive information to in-

dividuals. In cases where no privacy notice is yet in

place, the assessment may involve making recom-

mendations and providing guidance on developing

appropriate notices.

a. Assessing the Data Protection Controls

A “control” is a measure put in place to ensure that

the data protection requirements stemming from the

processing principles are met. Controls can be of a

technical or organizational nature.33

The processing principles are:

1. Lawfulness, fairness, and transparency (Article

5(1)(a) of the GDPR);

2. Purpose limitation (Article 5(1)(b) of the GDPR);

3. Data minimization (Article 5(1)(c) of the GDPR);

4. Accuracy (Article 5(1)(d) of the GDPR);

5. Storage limitation (Article 5(1)(e) of the GDPR);

6. Integrity and confidentiality (Article 5(1)(f) of the

GDPR); and

7. Accountability (Article 5(2) of the GDPR).

Additionally, the DPIA should also assess how the

controller will meet the data subject rights in Arti-

cles 12 et seqq of the GDPR, i.e., the:

1. Right to information (Articles 12-14 of the

GDPR).;

2. Right to access (Article 15 of the GDPR);

3. Right to rectification (Article 16 of the GDPR);

4. Right to erasure (Article 17 of the GDPR);

5. Right to restriction of processing (Article 18 of the

GDPR);

6. Right to data portability (Article 20 of the GDPR);

7. Right to object (Article 21 of the GDPR); and

8. Rights concerning automated individual decision-

making (Article 22 of the GDPR).

The data protection principles form the foundation

for all data protection obligations, including rights.

Though these rights can be evaluated under the prin-

ciples, it is typically more straightforward to review

them in a distinct section.

Certain processing activities may require further

evaluations, such as those involving international da-

ta transfers.34 Additionally, where health data is

processed on a large scale, controllers are required to

designate a DPO.35 However, detailing every poten-

tial obligation a controller might face is outside this

article’s purview.

Each assessment should clarify how specific re-

quirementsareaddressedand justify thechosenmea-

sures for the given processing. Measures are deemed

appropriate when they cannot be reasonably im-

proved, taking all specifics of the processing into ac-

count. The greater the risks for the data subject, the

higher the bar for “appropriateness”.36

i. Purpose Limitation

The principle of purpose limitation dictates that da-

ta should be collected for specific, explicit, and legit-

imate reasons and must not be processed or used in

ways that deviate from these original purposes. In

essence, the data should remain true to its initial ob-

jective and should not be repurposedwithout further

lawful basis, unless the new purpose aligns closely

with the original one. This is crucial in ensuring that

data usage remains responsible and honors the indi-

vidual’s privacy.37

Specifying the purpose is not always an easy task.

In its Opinion 03/2013 on purpose limitation, the Ar-

ticle 29 WP explained that “each separate purpose

should be specified in enough detail to be able to as-

sess whether collection of personal data for this pur-

pose complies with the law, and to establish what da-

32 A good comparison of this issue is seen in general audits. Initially,
a company’s accountants might spend significant funds and
resources on a risk assessment approach. However, they often
reuse the same risk analysis annually, leading to a growing dis-
parity between the actual situation and the yearly report. Compa-
rable patterns can be observed in audit firms that consistently use
the same risk evaluation process within the social capital network
for many years. See Marcelo Corrales Compagnucci, Big Data,
Databases and "Ownership" Rights in the Cloud (Springer, 2019),
p. 152.

33 See e.g., CNIL, Privacy Impact Assessment (PIA), Methodology,
February 2018 edition, pp. 7, 11.

34 Ibid. p. 5.

35 Article 37(1)(c) of the GDPR.

36 See e.g., German Datenschutzkonferenz (DSK), Kurzpapier Nr. 5,
Datenschutz-Folgenabschätzung nach Art. 35 DS-GVO,
17.12.2018, p. 3.

37 Article 5(1)(b); 6 and 26 of the GDPR.
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ta protection safeguards to apply”.38The purpose can

neither be too broadly specified, nor should it be ar-

tificially broken down into micro-purposes. Either

can negatively affect both the data subject and the

controller. Fromtheperspectiveof the individualpro-

viding the data, the information shared by the doc-

tors might be partial or unclear. They might be un-

aware that a particular “purpose” involves various da-

ta processing steps.

As a way of example, consider that a patient is ad-

mitted to a hospital for a major surgery. During the

admission process, he provides comprehensive per-

sonal and health details, including his medical his-

tory, genetic information, lifestyle habits, and con-

tact information. In this scenario, the patient’s data

is collected solely for his medical treatment, moni-

toring, and ensuring his well-being during his stay.

A few months later, the hospital opens a new well-

ness center focusingonholistic health, nutrition, and

exercise. Even though the hospital has the patient’s

contact and health information on file, the purpose

limitation principle restricts the hospital’s ability to

lawfully use this data to send him promotional ma-

terial or tailored nutrition and exercise plans related

to the new wellness center. The patient’s informa-

tionwas initially gathered formedical treatment pur-

poses, not for marketing or additional health ser-

vices.

For this reason, it is important to be clear from

the outset and inform the patients about the purpos-

es involved in the data processing. In this way, indi-

viduals are protected from having their data

processed in ways they are not aware of or did not

consent to. Individuals are given an increased degree

of control over their personal data and organizations

can be held accountable for how they manage their

data.39

It should be noted that further processing for

archiving purposes in the public interest, scientific

or historical research purposes or statistical purpos-

es is not incompatible with the original purpose pro-

vided the processing is in accordance with Article

89(1) GDPR. Article 89(1) GDPR requires that such

processing is subject to technical and organization-

al safeguards to protect the rights and freedoms of

the data subject.40Moreover, relying on the research

exemption to the purpose limitation has been de-

scribed as “precarious”41 if other entities than the

original controller(s) are involved in the further pro-

cessing. TheDPIA should carefully consider these in-

tricate matters if Article 89(1) is invoked by the con-

troller.

ii. Lawfulness, Fairness, Transparency

According to the GDPR, data shall be processed law-

fully, fairly, and transparently, in relation to the data

subject.42

iii. Lawfulness

For data processing to be deemed lawful, it must rest

upon established legal grounds, as outlined in Arti-

cles 6 and 9 of the GDPR:

– Art. 6 pertains to the “lawfulness of processing,”

which encompasses grounds such as obtaining the

data subject’s consent or if the processing is inte-

gral to the execution of a contract.

– Art. 9 addresses the “processing of special cate-

gories of data,” which includes sensitive data. De-

tailed exploration of these articles will be under-

taken in subsequent discussions.

Each legal basis has its specific requirements. Taking

consent as an example, the assessment will need to

explain both why consent is the appropriate legal ba-

sis and how the solicited consent will meet the re-

quirements for consent to be valid, namely of being

freely given, specific, informed, and unambiguous.43

While it is relatively straightforward to apply the

legal bases when data is used for its specific intend-

ed purpose (as referenced in “purpose limitation”

above), challenges arise when the data is repurposed.

For instance, in health sciences research where data

38 Article 29 Data Protection Working Party, ‘Opinion 03/2013 on
purpose limitation, Working Paper 203’, adopted on 2 April
2013, p. 16 <https://ec.europa.eu/justice/article-29/
documentation/opinion-recommendation/files/2013/wp203_en
.pdf> accessed 3 September 2023.

39 Article 5(1)(b) GDPR.

40 For an elaboration of requirements in the context of research
biobanks, see further Ciara Staunton, Santa Slokenberga, and
Deborah Mascalzoni (2019), The GDPR and the research exemp-
tion: considerations on the necessary safeguards for research
biobanks. European Journal of Human Genetics 27, 1159-1167.

41 Becker, R., Thorogood, A., Ordish, J., & Beauvais, M. J. (2020).
COVID-19 research: navigating the European general data protec-
tion regulation. Journal of Medical Internet Research, 22(8),
e19799.

42 See Articles 5, 6 and 9 of the GDPR.

43 See Article 4(11) of the GDPR.
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reuse is common, if the new purpose deviates from

the original intent, Article 6(4) of the GDPR stipu-

lates that such “further processing” must be compat-

ible with the purpose for which the data was origi-

nally collected.

Such an assessment requires a comparison of the

new purpose with the original purpose. This assess-

ment should take into account any links between the

purposes, the context in which the personal data was

collected (including the data subject’s expectations),

the types of personal data being processed, any pos-

sible consequences of the new processing on the af-

fected data subjects, and the existence of technical

and organizational measures to safeguard the rights

and freedoms of the data subjects.44

In addition to ensuring that the planned process-

ing of personal data has an appropriate legal basis,

the lawfulness principle further implies that process-

ing of personal data should be lawful in a broader

sense.45 That means adherence to the GDPR’s other

rules and principles (including those discussed here-

in), but also other legal obligations that the controller

may be under. For example, certain medicinal re-

search may fall within scope of the Clinical Trials

Regulation (CTR)46 which, as put by the EDPB, “con-

stitutes a sectoral law containing specific provisions

relevant from a data protection”.47 The DPIA should

consider the impact of these specific provisions on

the legality of the processing of personal data. The

CTR includes specific considerations for vulnerable

populations,48more detailed rules relating to the pro-

curement of informed consent,49 and provisions re-

lating to good clinical practice50 directed towards en-

suring the trial is conducted ethically.51

iv. Fairness

Fair processingmeans that datamust not be acquired

or processed through deceptivemethods, unfairly, or

without the knowledge of the data subject.52 Further-

more, the principle of fairness requires the use of

clear and comprehensible language, especially when

conveying information to children. Recital 39 of the

GDPR also highlights the importance of providing

transparent information content.53

The concept of fair processing is somewhat vague.

Nevertheless, it can be captured with the questions:

“Can the data subject have expected such processing

to occur?” and “Am I facilitating the exercise of the

data subject rights?”.54 The principle of fairness is es-

pecially relevant when the use of data is innovative,

where new technologies are used for the processing,

and where “further processing” takes place. This is

often seen in scenarios where data is repurposed, a

practice frequently observed in health science re-

search projects that leverage retrospective data.

Consider a hypothetical university research sce-

nario: The Metabolic Research Center embarks on a

study observing the glucose levels of 70 students.

Every two hours, these students record their sugar

intake and subsequent energy levels. All 70 partici-

pants have explicitly given their consent for this

study and the specific use of their data by the univer-

sity. The purpose of this research study is to investi-

gate the correlation between sugar intake and its im-

mediate impact on energy levels in university stu-

dents, aiming tounderstandmetabolic responsesand

potential implications for dietary recommendations.

Subsequently, the university sees an opportunity to

44 Article 29 Data Protection Working Party, ‘Opinion 03/2013 on
purpose limitation, Working Paper 203’, adopted on 2 April
2013, pp. 20 et seqq, <https://ec.europa.eu/justice/article-29/
documentation/opinion-recommendation/files/2013/wp203_en
.pdf> accessed 3 September 2023.

45 Cécile de Terwangne, Article 5 Principles relating to processing of
personal data, Chapter II, p. 314. In: Christopher Kuner, Lee A.
Bygrave and Christopher Docksey (eds) The EU General Data
Protection Regulation (GDPR): A Commentary (Oxford Universi-
ty Press, 2020).

46 Regulation (EU) No 536/2014 of the European Parliament and of
the Council of 16 April 2014 on clinical trials on medicinal
products for human use, and repealing Directive 2001/20/EC
(Text with EEA relevance)s OJ L 158, 27.5.2014, p. 1–76.

47 European Data Protection Board, Opinion 3/2019 concerning the
Questions and Answers on the interplay between the Clinical
Trials Regulation (CTR) and the General Data Protection regula-
tion (GDPR) (art. 70.1.b))
Adopted on 23 January 2019 <https://edpb.europa.eu/sites/

default/files/files/file1/edpb_opinionctrq_a_final_en.pdf> ac-
cessed 3 September 2023.

48 See Article 10 of the CTR.

49 See Chapter V of the CTR.

50 See Article 47 of the CTR.

51 Recital 80 of the CTR, for instance, refers to the Declaration of
Helsinki ethical principles.

52 Cécile de Terwangne, Article 5 Principles relating to processing of
personal data, Chapter II, p. 314. In: Christopher Kuner, Lee A.
Bygrave and Christopher Docksey (eds) The EU General Data
Protection Regulation (GDPR): A Commentary (Oxford Universi-
ty Press, 2020).

53 Recital 39 GDPR.

54 See EDPB, ‘Guidelines 2/2019 on the processing of personal
data under Article 6(1)(b) GDPR in the context of the provision of
online services to data subjects’, Version 2.0, 8 October 2019,
para. 12.
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use these data for a new project, focusing on diabetes

risk factors, managed by a different research center

and a distinct research team. While the university

(acting as the controller) could in principle use the

collected data for this new project, given the related

objectives, a DPIA may find that it is preferable the

university to notify the participants and request ad-

ditional consent, if feasible. Adopting such a strate-

gy may, further, abide by the university’s research

ethics code, and ensure that the principle of fair da-

ta processing is maintained.

v. Transparency

A fundamental concept of the GDPR is transparency

in the use and processing of personal data. Accord-

ing to the GDPR, the principle requires that “any in-

formation addressed to the public or to the data sub-

ject be concise, easily accessible and easy to under-

stand, and that clear and plain language and, addi-

tionally, where appropriate, visualisation be used”.55

Transparency is therefore about the “how” of all com-

munication, whereas the “what” is addressed else-

where, for example in Article 13 of the GDPR.

Transparency and fairness are intrinsically

linked,56 such that opaque data processing may also

breach the fairness principle. As such, particular care

with transparency is required where the use of data

is innovative or where new technologies are used for

the processing. This may include, for example, the

use of data-driven AI techniques whose logic is dif-

ficult to ascertain or explain.57

vi. Data Minimization

The principle of data minimization mandates that

the collection of personal data should be restricted

to what is necessary for the intended processing ob-

jectives. Essentially, this tenet ensures that only the

necessary data is utilized for a given purpose, safe-

guarding individuals’ data protection rights.58 This

is especially pertinent to sensitivedata categories, no-

tably genomics and health data. The prominence of

data minimization in a health science context is fur-

ther enhanced by Article 89, the so-called “research

exemption” provision, that allows for the derogation

of data protection rights in certain instances relating

to, inter alia, scientific research. These derogations

are counterbalanced by specific mention of “appro-

priate safeguards... [to] that technical and organisa-

tional measures are in place in particular in order to

ensure respect for the principle of data minimisa-

tion.”59

Through adherence to the principle of data mini-

mization, individuals gain increased control over

their data, while organizations are required to

demonstrate transparency and accountability in

their data management practices. Two elements un-

derpin the data minimization principle:60

– Necessity: It emphasizes collecting data solely

when essential for the processing objectives.

– Proportionality: It assesses if thedesiredoutcome

could be realizedwith a lesser quantum of person-

al data.

However, the expansive nature of big data process-

ing frequently conflicts with the principles of data

minimization. To address this challenge, organiza-

tions should adopt a prudent strategy for data collec-

tion. Employing pseudonymized data adds a protec-

tivemeasure, ensuring that any resulting analysis re-

mains detached from identifiable individuals. Addi-

tionally, the utilization of synthetic or anonymized

data can serve as an alternative when feasible.61

vii. Accuracy

All personal data must be accurate and, where nec-

essary, kept up-to-date; all reasonable steps must be

55 Recital 58 of the GDPR. According to the Article 29 Data Protec-
tion Working Party, 2018, 5 “the concept of transparency in the
GDPR is user-centric rather than legalistic.” Hence, the compre-
hensibility and presentation of information play a crucial role.

56 Article 29 Working Party, ‘Guidelines on transparency under
Regulation 2016/29’, WP260 rev.01, para. 2.

57 See further Tim Hulsen, Explainable Artificial Intelligence (XAI):
Concepts and Challenges in Healthcare. AI 2023, 4, 652-666.

58 Article 5(c) GDPR. See also, Kevin Mc Gillivray (2021), Govern-
ment Cloud Procurement: Contracts, Data Protection, and the
Quest for Compliance (Cambridge University Press, 2021), p.
108.

59 See further Christian Wiese Svanberg. Article 89 Safeguards and
derogations relating to processing for archiving purposes in the
public interest, scientific or historical research purposes or statisti-
cal purposes, pp. 1240-1251. In: Christopher Kuner, Lee A.
Bygrave and Christopher Docksey (eds) The EU General Data
Protection Regulation (GDPR): A Commentary (Oxford Universi-
ty Press, 2020).

60 Aurelia Tamò-Larrieux, Designing for Privacy and its Legal Frame-
work: Data Protection by Design and Default for the Internet of
Things (Springer, 2018), p. 91.

61 Giulia Schneider, Health Data Pools Under European Data
Protection and Competition Law, Health as a Digital Business
(Springer, 2022), p. 306.
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taken to ensure that inaccurate information is erased

or rectified without delay, taking into consideration

thepurpose forwhich the information isprocessed.62

While the “principle of accuracy” predominantly ap-

plies to verifiable facts, it is worth noting that sub-

jective value judgments, even if they have potential

personal implications, are not encompassed by this

principle.

To ensure data accuracy, controllers are not only

tasked with offering data subjects themeans tomod-

ify their details but also to foster an environment

where subjects can proactively manage and update

their data. Consequently, it is recommended that con-

trollers integrate both technical and organizational

strategies topromptlydetect andcorrectdatadiscrep-

ancies.63

Data accuracy is crucial for data sharing projects

in the health science that use data for research pur-

poses or to make decisions, as inaccurate or out-of-

date data can lead to wrong conclusions. In addition

to the effects on the quality of the research, inaccu-

rate data can have substantial negative effects on the

data subject.

viii. Storage Limitation

Generally, personal data cannot be stored indefinite-

ly. Storage should be commensurate to the duration

of the processing and the purpose for which the da-

ta was collected. However, it is possible to store per-

sonal data for longer periods of time if they are

processed solely for the purpose of archiving in the

public interest, scientific or historical research, or sta-

tistical analysis.64

While research and statistical analysis can permit

longer retention periods thanwould otherwise be ap-

propriate, as mentioned in the context of data mini-

mization, controllers should be aware that archival

consistent with this principle will require special

measures to ensure that the data is no longer used

for any other purpose.65

In any case, thedecidedupon storageperiodsmust

be defined, either by concreate measures of time,

such as three years, or by criteria that allow calcula-

tion, such as three years after the research project

was concluded. A controller must also be able to ex-

plain how the storage periods were determined and

decided upon. In this vein, a DPIA is an apt instru-

ment for considering, and illustrating consideration

of, the legally appropriate length of time that person-

al data is to be stored. Moreover, a controller must

identify and implement technical and organization-

al mechanisms that ensure proper deletion or

anonymization of the data when the storage period

expires.

ix. Integrity, Confidentiality and Availability

Tomaintain the integrity and security of personal da-

ta, it is vital to safeguard it against unauthorized or

unlawful processing, as well as accidental loss, de-

struction, or damage. The DPIA should consider how

this is to be achieved through various technical and

organizational strategies.66

Measures like data encryption, physical security

features such as locks and access controls, and the

use of secure networks are essential to prevent unau-

thorizeddata access. Further, controllersmust ensure

that encryption and pseudonymization keys remain

within the EU/EEA, under the jurisdiction and tech-

nical supervision of an EU entity.67 It is also advis-

able to leverage advanced encryption and processing

techniques, such as homomorphic encryption.68 In

addition, implementing a comprehensive Informa-

tion Security Management System (ISMS) like ISO

27001, complementedbyaPrivacy InformationMan-

agement System (ISO 27701), can enhance data pro-

tection efforts. Such systems empower individuals

with greater control over their personal data, facili-

tating secure storage and granting them discretion

over data sharing.69

62 Article 5(1)(d) and 16 GDPR.

63 Cécile de Terwange, Article 5. Principles relating to processing of
personal data, Chapter II, p. 317. In: Christopher Kuner, Lee A.
Bygrave and Christopher Docksey (eds) The EU General Data
Protection Regulation (GDPR): A Commentary (Oxford Universi-
ty Press, 2020).

64 Article 5(1)(e) GDPR.

65 Articles 5(1)(e), 89(1) GDPR.

66 Articles 5, 24 and 32 GDPR.

67 Paulius Jurcys, Marcelo Corrales Compagnucci and Mark Fen-
wick, 2022, The Future of International Data Transfers: Managing
New Legal Risk with a ‘User-Held’ Data Model, Computer Law &
Security Review vol. 46, [105691].

68 Corrales Compagnucci, M, Meszaros, J, Minssen, T, Arasilango ,
A, Ous , T & Rajarajan, M 2019, 'Homomorphic Encryption: The
‘Holy Grail’ for Big Data Analytics & Legal Compliance in the
Pharmaceutical and Healthcare Sector?', European Pharmaceuti-
cal Law Review, vol. 3 , no. 4, pp. 144-155.

69 Corrales Compagnucci, M, Aboy, M & Minssen, T 2021, 'Cross-
Border Transfers of Personal Data after Schrems II: Supplementary
Measures and New Standard Contractual Clauses (SCCs) ', Nordic
Journal of European Law, vol. 4, no. 2, pp. 37-47.
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When researchers and clinicians, for instance, uti-

lize cloud-accessible database services to manage pa-

tient data, the DPIA should emphasise that confiden-

tiality and integrity of information is a key priority.

Both are crucial pillars of the security framework,

joined by the equally vital aspect of data availability

during emergencies. Confidentiality ensures that in-

formation remains protected from unauthorized ac-

cess. Integrity ensures data remains unaltered and

accurate. Meanwhile, availability guarantees that da-

ta and services are readily accessible whenever and

wherever required.70

x. Accountability

The principle of accountability71 mandates that con-

trollers should not only ensure but also demonstrate

their adherence to the regulations set forth within

the GDPR. In practical terms, this entails that con-

trollers are obligated to maintain detailed documen-

tation that validates their compliance. The DPIA is a

key accountability mechanism in itself; but it should

further specify other means of ensuring compliance

can be demonstrated, such as specifying a systemat-

ic record of data processing activities. This should

capture information about data categories, the pur-

poses of processing, and details of data recipients,

among other things. The activities of an organiza-

tion’s DPO, which is required for entities involved in

inter alia large-scale of processing sensitive data as

most healthcare research does, provides a further

means of demonstrating accountability. The DPO is

taskedwith independently overseeing and providing

guidance on GDPR compliance within an organiza-

tion,72 and its mandate includes “providing advice

where requested as regards the data protection im-

pact assessment and monitor its performance.”73

b. Assess Controls to Meet Data Security

Once compliance with the GDPR obligations has

been assessed, the next step is to assess the controls

regarding data security. A failure of “data security”

can be equated to the GDPR’s definition of a “person-

al data breach”, i.e., “a breach of security leading to

the accidental or unlawful destruction, loss, alter-

ation, unauthorized disclosure of, or access to, per-

sonal data transmitted, stored or otherwise

processed”.74

The risks of not maintaining adequate data secu-

rity are very specific to the processing operation and

reflect the potential privacy harms data subjectsmay

experience. For example, a data breach concerning a

data subject’s health data will pose vastly different

risks for the data subject compared to one where ge-

olocation data is impacted.

Controllers must consider carefully and objective-

ly what risks their specific processingmay entail, the

likelihood of the risks materializing and the severity

of the harm if the risk occur. A risk that will materi-

alize with a low likelihood might still warrant very

high controls because the severity if it happens is

very high. The following table75 provides a visualiza-

tion of the graduation between severity (i.e., impact)

and likelihood.

As with the controls to meet the data protection

obligations, each risk assessment needs to include an

assessment of the technical and organizational mea-

sures to mitigate the risks. In a health context, con-

sider a study that involves the processing of genetic

and involvingmultiple clinical institutions across the

EU, with the purpose to gather EU-level insights on

childhood and adolescent obesity.76 Such patient da-

ta is highly sensitive, with severe risks to data sub-

jects if information is not properly secured. More-

over, the sharing of information between organiza-

tions, across the EU, is inherently problematic from

both a broader data protection context77 and narrow-

er security context. On the latter, multiple state-of-

the-art measures may need to be implemented in or-

der to reach the GDPR’s requisite standard of “appro-

priate technical and organisational measures”.78

These might include advanced cryptographic meth-

ods to reduce the risk of unauthorized access or to

70 See Marcelo Corrales Compagnucci, Big Data, Databases and
"Ownership" Rights in the Cloud (Springer, 2019), p. 289.

71 Article 5 (2) GDPR.

72 For an outline of the DPO’s responsibilities see Art. 39 GDPR.

73 Article 39(1)(c) GDPR.

74 Article 4(12) GDPR.

75 © Marcelo Corrales Compagnucci. Used with permission. See
Marcelo Corrales Compagnucci, Big Data, Databases and "Own-
ership" Rights in the Cloud (Springer, 2019), p. 284.

76 This example is based on the Bio-Streams project; see <https://
www.bio-streams.eu> accessed 5 September 2023.

77 On this conundrum, see further Jennifer Viberg Johansson, et al.
Governance mechanisms for sharing of health data: An approach
towards selecting attributes for complex discrete choice experi-
ment studies. Technology in Society 66 (2021): 101625.

78 Article 32 GDPR; see also Article 25 GDPR (concerning data
protection by by design and by default).
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anonymize or pseudonymize personal data,79 local-

ization of certain data, the implementation of access

controls, training of staff, and maintenance sched-

ules to ensure vulnerabilities are discovered and

patched.80Suchmeasures ensure both the protection

of patient privacy and compliance with data protec-

tion regulations. Incorporating a risk assessment tool

further ensures that any potential risks are ad-

dressed.

Further data security risks may demand specific

attention. For example, consider the risk of data de-

struction, data loss or data alteration.

i. Data Destruction

Data destruction refers to the irreversible removal or

corruption of data on storage devices. Cloud services,

like Amazon, utilizeVirtualMachines (VMs). VMda-

ta can be more unstable compared to traditional IT

settings. VM data loss can occur if VMs crash or shut

down. Also, if VMs are stored on a single physical

server, a server crash can result in the loss of all VMs.

VMs’ ease of erasure and potential single point of

failure risks are mitigated by the replicating VMs in

different locations, enhancing data resilience.81

ii. Data Loss

TheGDPRemphasizes safeguardingboth logical and

physical data availability against unforeseen events,

such as natural disasters or hardware malfunc-

tions.82 Keeping backups is a recommended safe-

guard. The advantage of using cloud computing ser-

vices in this context is its inherent redundancy; da-

ta is dynamically stored across different locations,

and VM recovery can be faster than physical

servers.83

iii. Data Alteration

Data alteration refers to any change made to exist-

ing data. Data should be protected against unautho-

rized changes to maintain its integrity. Systems

should track and log data access, modifications, and

the intent behind such modifications. Ensuring the

integrity of data requires tracking systems that doc-

ument data entry, alterations, and access. Log cre-

ation is essential for audits, certifications, security

incidents, and potential unlawful data modifica-

tions.84

Tables 285 and 386 below illustrates an example of

the key risk assessment elements in both legal and

79 Article 32(1)(a) GDPR.

80 See further European Data Protection Board, Guidelines 4/2019
on Article 25 Data Protection by Design and by Default Version
2.0, Adopted on 20 October 2020, pp. 26-28.

81 Karim Djemame et al., 2013, Legal Issues in Clouds: Towards a
Risk Inventory, Philosophical Transactions of the Royal Society A:
Mathematical, Physical and Engineering Sciences 371(1983): pp.
1-17.

82 Article 32(1)(c) GDPR refers to “the ability to restore the availabil-
ity and access to personal data in a timely manner in the event of
a physical or technical incident”.

83 Ibid.

84 Ibid.

85 © Marcelo Corrales Compagnucci. Used with permission. See
Marcelo Corrales Compagnucci, Big Data, Databases and "Own-
ership" Rights in the Cloud (Springer, 2019), p. 291.

86 ibid.

Table 1: Graduation between severity (i.e., impact) and likelihood
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technical domains taking into account the gradua-

tion severity (i.e., impact) and likelihood.

3. Draft DPIA Report

After completing the assessment, the next step is to

draft the DPIA report. Taking note of the outcome of

the DPIA is part of the accountability process and

paves the way for its approval and subsequent re-

views.

The GDPR specifies the following necessary re-

quirements:87

1. A systematic description of the planned process-

ing activities and their purposes, including any le-

gitimate interests pursued by the controller, if ap-

plicable.

2. An evaluation of the processing’s necessity and

proportionality concerning its purposes.

3. An examination of potential risks to data subjects’

rights and freedoms referred (as referred to in sec-

tion 3.2.1).

4. Proposed measures to mitigate these risks, high-

lighting safeguards, security protocols, and mech-

anisms designed to uphold data protection and

demonstrate GDPR compliance, considering both

the rights of data subjects and the interests of oth-

er relevant parties.

The DPIA report can adopt various formats, provid-

edall elementsaredetailedandadequatelyaddressed.

4. Approve and Implement DPIA

Having drafted the DPIA, the controller must obtain

formal approval before proceeding with its imple-

mentation.88 This entails presenting the DPIA to the

DPO for insights, in line with Article 35(2) of the

GDPR. The controller shouldmeticulously document

the rationale behind the DPIA’s acceptance or rejec-

tion, adhering to the accountability mandate of Arti-

cle 5(2) of the GDPR. Should the DPIA be declined,

the intended processing activity must either be halt-

ed or the DPIA process must be revisited, bearing in

mind the reasons for its initial rejection.89

87 Article 35(7) GDPR.

88 See e.g., CNIL, Privacy Impact Assessment (PIA), Methodology,
February 2018 edition, p. 8; German Datenschutzkonferenz
(DSK), Kurzpapier Nr. 5, Datenschutz-Folgenabschätzung nach
Art. 35 DS-GVO, 17.12.2018, p. 4.

89 Ibid.

Table 2: Example of a risk assessment taking into account the graduation severity (i.e., impact) and

likelihood

Risk category Technical/Data security

Asset identified Availability of data and databases

Vulnerability of asset Lack of maintenance

Threat to asset Database server failure

Risk likelihood Rare

Risk impact Moderate

Resulting risk level Risk likelihood and risk impact = Low

Risk event Data unavailability due to unexpected server failures occur-
ring during the cloud service’s operation.

Resulting risk mitigation Fault-tolerance solutions provision
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Once the DPIA is approved, its rollout should fol-

low a structured planwith specificmilestones, ensur-

ing documentation at every stage, and be in place be-

fore initiating the intended processing activity.90

5. Review

While the DPIA serves as a momentary snapshot, it

is essential for the controller to periodically assess if

any elements of the processing have changed. Fac-

tors such as emerging threat actors or advancements

in technology could alter the risk landscape, requir-

ing new or revised measures. Thus, the controller

ought to integrate a routine review of the DPIA, for

instance, within its annual data protection audit.91

IV. Conclusion

This article offers a step-by-step overview of the cru-

cial processes integral to performing a DPIA, specif-

ically within the realm of health science research

projects. The purpose is to offer researchers and

stakeholderswith thenecessary knowledge andprac-

tical tools to enhance the efficiency and robustness

of DPIAs. This not only advocates responsible data

management practices but also underscores the im-

portance of strict adherence to data protection legis-

lations and standards. In a world increasingly reliant

on data, the insights presented here aim at fostering

a culture of transparency, responsibility, and legal

compliance in health science research.
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Table 3: Example of a risk assessment taking into account the graduation severity (i.e., impact) and

likelihood

Risk category Technical/Data security

Asset identified Availability of data and databases

Vulnerability of asset Data center infrastructure (servers)

Threat to asset Force majeure (such as floods, earthquakes, etc.).

Risk likelihood Rare

Risk impact Major

Resulting risk level Risk likelihood and risk impact = Medium

Risk event Data unavailability arises from server failures during service
operation, especially when unforeseen events or force ma-
jeure incidents occur while the cloud provider is actively
running the service.

Resulting risk mitigation Employ redundancy and backup servers situated in diverse lo-
cations (cities). Continuously replicate data using databases
andbackup systems throughout the entire lifecycle of the cloud
computing service.
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